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Abstract 

We extend here the many-times formalism, formerly used mainly for particles moving in 
given classical fields, to interacting particles. In order to minimize the difficulties asso- 
ciated with an equal-time interaction, we limit ourselves to nonrelativistlc quantum 
mechanics and a two-particle interaction, such as that corresponding to the Coulomb 
force between charged particles. We obtain a set of differential equations ~vhich are 
really not consistent, but they serve as a guide to a formulation in terms of integral 
equations that has the same perturbation expansion as the usual theory for the scattering 
of particles. The integral equation for two-particle amplitudes can be modified to give 
the correct theory for bound states, but this is not the case for more than two particles. 
We expect that this theory can be generalized to a formulation of relativistic quantum 
mechanics of interacting particles. 

1. Introduction 

The generalization o f  nonrelativistic quantum mechanics o f  several 
particles to  a relativistic theory presented the problem ofexpressing Lorentz 
covariance o f  functions o f  several three-vector variables and a single time. 
The use o f  functions o f  four-vector variables associates a different time 
parameter to each particle, giving rise to the many-times formalism (Dirac, 
1932; Dirac et aL, 1932; Bloch, 1934; Tomonaga ,  1946). This theory 
applied to the interaction o f  electrons, described by the Dirac equation or 
a nonrelativistic approximat ion of  it, with the electromagnetic field. There 
were many difficulties in this formulation, and it was essentially abandoned 
in this context due to the problem of  describing pair  creation and annihila- 
tion, which seemed to require a variable number  o f  time parameters. 
Relativistic quantum mechanics was relegated to the background in favor 
o f  the quantum theory o f  fields, which was surprisingly successful in 
quantum electrodynamics in spite o f  the mathematically ill-defined 
renormalization program for divergent diagrams. 
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Recently (Marx, 1969, 1790a, b) we showed how the wave functions of 
relativistic quantum mechanics can be interpreted in such a way that pair 
creation and annihilation are taken into account by changes in the mode 
of propagation of the 'particles' (Stueckelberg, 1941, 1942; Feynman, 1949). 
A 'particle' propagating forward in time is observed as a particle; propagat- 
ing backward in time it corresponds to the antiparticle. The Klein-Gordon 
equation, which leads to a conserved charge that is the difference between 
two positive terms, is well suited for such a theory. On the other hand, the 
Dirac equation has to be modified to avoid problms with a positive 'charge'. 
In analogy to the nonrelativistic theory, a many-particle formalism can be 
expressed in terms of quantized field operators (Marx, 1972a), but the 
different modes of propagation of particles and antiparticles require a 
state vector dependent on several time parameters. The use of the many- 
times formalism in quantum fidd theory requires changes in the nature of 
the Fock space and the corresponding creation and annihilation operators 
(Marx, 1972c). 

These applications of the many-times formalism were all limited to 
noninteracting charged particles in an external electromagnetic field, that 
is, we neglected the Coulomb intera&ion between particles and the radiation 
of electromagnetic waves. Under these restrictigns, the Schr6dinger 
equations of motion have the form 

iaT*/~tx = H~ 7* (1.1) 

ia~'/at2 = Ha ~ (1.2) 

for two particles. The commutativity of the second derivatives with respect 
to time leads to the consistency condition 

[/-/1, Ha] ~ = 0 (1.3) 

which Is trivially satisfied when H~ depends only on the four-vector x~,. 
The integrability conditions in a more general case are discussed by Bloch 
(1934); he presents the case for an interaction mediated by a dynamical 
electromagnetic field, and the conditions reduce to restrictions on the 
separations of localized particles. 

In our approach to the interactions of charged particles and the electro- 
magnetic field; we separate the (2oulomb interaction and the radiation 
effects in a gauge-independent, observer-dependent manner (Goldberg & 
Marx, 1968; Marx, 1970c, t972d). In this manner, the components of a 
state vector are functions of the particle variables x~ or k~ and functionals 
of the transverse components of the vector potential, with a time parameter 
associated to each particle and the field. The interactions are present only 
for equal times, and equations of the form (1.1) and (1.2) are difficult to 
write down, while consistency conditions such as (1.3) become essentially 
intractable. A somewhat different approach (Bethe & Salpeter, 1951, 1957) 
to a relativistic two-particle interactibn is based on a wave equation of 
the form 

M~ Ma ~ = iG~ t (1.4) 
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where M~ and Mz are operators and G represents the interaction. This is 
closer to the formulation we use here. 

In order to gain insight into such a general many-times formalism, we 
reformulate here the restricted problem of  the Coulomb interaction of 
identical charged particles in a nonrelativistic approximation. Although 
the problem does not have great intrinsic importance, it has the advantage 
of  a well-established single-time theory for comparison of the results. 

The mathematical basis of our calculations is limited as a rule to formal 
computations, as is customary in this context. There are special problems 
associated to products of distributions (Schwartz, 1954), as can also be 
found in the usual formulation of quantum electrodynamics related to 
products of Green functions (Schwinger, 1959; Goldberg & Marx, 
1967). 

We begin in Section 2 with a brief analysis of the classical theory, where 
it is simple to  introduce a different time variable for each particle in the 
Hamiltonian formulation. We briefly present the Green functions we need 
in Section 3, both for the time-dependent and time-independent problems. 
tn Section 4 we recall to a limited extent the usual single-time theory; we 
give the perturbation expansion for a time-dependent scattering problem 
and the transformation to an integral equation of the bound-state problem. 
We discuss the general problem of the formulation of the many-times 
theory in terms of differential equations in Section 5 and, although we do 
not find a satisfactory answer for the general case, we obtain an equation 
that can be formally used in connection with the corresponding Green 
functions to obtain a perturbation expansion. We compare the terms in 
the perturbation expansions for both theories in the cases of two, three and 
four particles in Sections 6, 7 and 8 respectively, and we find that, to get 
complete agreement for more than two particles, the integral equations 
have to be modified further. In Section 9 we present the problem of bound 
states, which is particularly troublesome in many-times theories a n d  
relativistic quantum mechanics; we find a well-defined answer for two 
particles, but there is no simple way to generalize it to three or more 
particles. We present concluding remarks in Section 10. 

We use natural units, that is, we set h = I and eo = I. 
To keep the complication of  the equations to a minimum, we assume 

that we have identical particles of  mass m and charge e. This is not a funda- 
mental limitation and the generalization to different types of particles 
is straightforward, 

In order to shorten the equations and facilitate the work in the more 
complicated cases, we introduce abbreviations for the arguments of 
functions, when convenient; we replace 

xl "-," 1, tl -+ 1, x~ -+ 2', t,r - ~ f  d3xt --~ dl ,  dq -~ dl 

(I.5) 
and so on. 
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2. Classical Theoo, 

Although the concepts &space-time and world lines for classical particles 
came into use through the theory of  relativity, the basic ideas apply equally 
well to a nonrelativistic problem. Similarly, there is no conceptual difficulty 
in assigning a different time parameter to each particle in a case such as the 
nonrelativistic Coulomb interaction. 

We do not apply directly the results of  this classical problem to its 
generalization in quantum mechanics, but we find it useful to indicate the 
new lines of  thought introduced by the many-times formalism, especially 
in Hamiltonian dynamics. 

The usual theory of  n interacting charged particles can be obtained from 
the Lagrangian 

.,~ n J -1  ., Z ZZ L = m~fl 
2 4~t[ xT-- xj,[ (2.1) 

J= t  j=2  J ' = t  

where all x̀ 1 are functions of  a single variable t. The Hamiltonian derived 
from this Lagrangian is 

n n J - 1  

+ 4 ~ [ x j -  xa. [ (2.2) 
J = l  ,1=2 J '=l  

and the corresponding equations of  motion are 

*`1 = pl /m (2.3) 

~ ,  e-'(xj - x~.) 
/,̀ 1 =  -xrl3 (2.4) 

where the prime on the summation symbol indicates that we exclude j '  = j .  
Alternatively, it is possible to consider the position of each particle as a 

function of a different time variable. The equations of motion, rewritten in 
the form 

d z xj(t`1) ~ , ,  ( e2 [xs ( t j )  - x~.(tl.)] 
.gt t t j,) at j, (2.5) 

dtfl = Z~ d 4 ~ Z ~  "v'  ' 
d ' - I  tl 

can be obtained from a set of single-particle Hamiltonians 

p`12 + ,  e 2 

H~ = 2m + z.., 4rclxj - xl, t 
(2.6) 

J ' = l  
and we note that 

Z Hs # H (2.7) 

The more general classical problem can be formulated in terms of an 
action of  the form (Rzewuski, 1964; Rohrlich, 1965) 

/ n n 
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where xj and tj are functions of a parameter "c:, the Ljj are functionals of 
xj~ t~, dxi/dr ~ and dt~/dr~ and the L~j. at:e functionals of these variables 
with indicesj o r j ' .  In a relativistically covariant formulation, one difficulty 
is the specification of the limits of integration if they are finite. The equations 
of motion are the Euler-Lagrange equations for the Lagrangians 

LI=Lj~+ ~' fL,j, dr~, (2.9) 

and further difficulties arise in the Hamiltonian formulation due to the 
definition of momenta when Lj~, depends on the velocities, and to the 
presence of constraints coming from the invariance under parameter 
changes. If  the Lsj, depend on velocities, the definition 

u j  = p ~ . ~ j - - r j  (Z l0 )  

for z~ = tj does not assure elimination of the velocities from H~. In the 
present case, it leads correctly to equation (2.6). 

3. Green Flmctions 

We show how the Green functions &interest to our problem are obtained 
and derive some useful relationships. 

The Green function for the time-dependent Schr6dinger equation for n 
particles has to satisfy 

i8/Ot+(I/2m) Vj- a ( l  . . . . .  n , t ;  ! . . . .  ,n  , t  ) 
1=1 

= - 6 ( 1  - 1 ' ) . . . 6 ( n  - n ' ) ~ ( t  - t ' )  ( 3 . 1 )  

This Green function depends only on the differences xj -.x~ and t - t ' ,  so 
that we only have to determine it for x~ = 0, t '  = 0. The solution is obtained 
from the Fourier transform, and is 

1 f d3kt ' ' 'd3k"d°~exp[i(~kJ'xJ-°~t)]  (3.2) 
GR(I  . . . . .  n; t) = (2n)3,+t o~ - ~ k~2/(2m + ie) 

where the (small) positive quantity e specifies how the contour has to be 
deformed around the pole in the complex o~ plane in order to obtain the 
retarded Green function. It vanishes for t < 0 and, for t > 0, 

GR(I n ; t )  = _ . . ,  I. j - t  "" 2m ~ ~'elj (3.3) 

We do the angular integrations to derive 

2m + i , ]  J r ,t exp ~-t ~ , ]  
(3.4) 

0 
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and use equation (2.4.19) in Erd~tyi et aL (I954) to show that 

f d3kexp[i(k.x k2t ~] [2mn~ 3/2 [mx2~ 2~iJj=~-Tt-] exp ii-~- } (3.5) 

where we have set e = 0 after using it to satisfy the requirement on the 
argument of  the coefficient of ik 2. Consequently, 

/ m V 3")12 [ m ~ \ 
GR(1,...,n;t)= i t ~  ) expti~ s~l x~2)O(t ) (3.6) 

where 
0, t < 0 (3 .7 )  O(t)= 1, t>~O 

For a single particle, it reduces to 

.[ m ~3/2 timx2\ G,(x,t)= ,t~-ff j exp[~)O(t) (3.8) 

whence 

GR(I  . . . . .  n; t) = i- ,+t [ [  GR(xs, t) (3.9) 
J - !  

This equation is valid if 
[0(t)]" = O ( t )  (3 .10 )  

which follows from equation (3.7) where we chose 0(0) = 1. On the other 
hand, we also have to use 

dO(t)/dt = 6(0 (3.1 l) 

which is really a relationship between distributions, and in this context 
equation (3.10) is ill-defined and might lead to an extraneous factor n when 
the differential operator is applied to both sides of equation (3.9). 

I fwe set t = 0 in equation (3.3), we find 

Gx(l . . . . .  n; 0) = i6(1)... 6(n) (3.12) 

A direct calculation using equation (3.5) shows that 

f d 3 x '  GR(x  --  x ' ,  t - t ' )  GR(x' --: x ' ,  t '  --  t ") 

= iO(t  - -  t ' )  O( t '  - -  t ' )  G ~ ( x  - x ~, t - t ' )  ( 3 .13 )  

Another Green function of interest is the one for the time-independent 
Schr6dinger equation, which depends on a parameter E and satisfies 

[E+  (l/2m) ~. V/2]G(I . . . . .  n ;E)  = -6 (1 ) . . . 3 (n )  (3.14) 

whence 
1 ~dak,...d3k, exp(i~kj.xj) 

c ( l  . . . . .  (3.15) 
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For bound states, we have E < 0 and there are no problems with poles of  
the integrand when doing the integrations. After doing the angular 
integrations, we have 

1 ( kl dkl. . ,  k, dk, sin (kt r 0 . . .  sin (k, r,) 
c O , . . . ,  n; e )  = (2~ ) ,  r~.. . , ' ,  a ~ k "  

o (3.16) 
and we integrate this by using equations (2.2.15), (2.4.35) and (2.13.45) in 
Erdfilyi et al. (1954). We find 

G(1 ; E) = (m/2rcrl) exp [ - ( -2mE) ,n  rl] (3.17) 

m2(-E) u2 2 
G(1,2;E) = 2r?---(~,2~--x22)Ka[(-2mE ) . .  (x~ + x22) ':2] (3.18) 

and, for n > 2, 
2m(_2mE)t3n/4)-u 2 

1/2 2 1/2 G(I . . . . .  n;E)=(2n)o.~/z( ~ xsZ)(3n/4)_l/2K_(3n/2)+l[(-2mE ) (~ X./ ) ] 
(3.19) 

where the g~ are modified Bessel functions. 

4. Single-Time Theory 
The time-dependent SchrOdinger equation for n particles is 

where 
M - iO/at + (I/2m) E VJ 2 

a l - I  

14, = ~ E Ix~ - x r l - '  
./.2 j ' ~ l  

= e2/4~ (4.4)  

In a scattering problem, we assume that ~ is given at the in[tiM time h and 
determine it for later times. To obtain a perturbation expansion in powers 
of  0r, we first find the corresponding integral equation. We assume that all 
functions vanish at spatial infinity sufficiently rapidly so that no contribu- 
tions from integrals over surfaces at infinity have to be taken into account. 
The appropriate form of Green's theorem is 

I 

f dt fdl...dnC.M,e=i fd,...dng,m']: (4.5) 
I 

where 

• M ~  - ~MtP - ~PM* ¢~ 

We now use primed variables in equation (4.5) and set 

~(I', .... n'; t')= Ge(l --I',...,n- n';t- t') 

(4.t) 

(4.2) 

(4.3) 

(4.7) 

(4.6) 
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to find the integral equation,  for  t < t s, 
t 

~(1 . . . .  ,n; t) -=- -~z j- art' J d l " "  .an' GR(1 - 1 ' , . . . , n -  n' ; t -  t') 
I 

tl 

x H ~ ( I ' , . . . , n ' ) 7 ' ( 1 ' ,  . . . .  n'; t ' ) -  ifdl'...dn' 
x GR(I -- 1', . . . .  n -- n ' ;  t -- t,) ~Fi(l ' , . . . ,  n ')  (4.8) 

where ~v~ is the given initial value fo r  ~u. We now set 

= ~ ~v Lp~p~ (4.9) 
P=O 

Then  ~to) is obtained f rom the last term only in equat ion (4.8), that  is, 

. . . .  ,n ;  t) = - i  fdl'.., dn" Gx(l  - 1', . . . .  n - n ' ;  t - t ' )  ~Vl(l ' , . . . ,  n') t/,tO~(l 

(4.10) 

while higher-order  terms satisfy homogeneous  initial conditions and are 
obtained f rom the recursion relation, for p i> I, 

t 

~~,~(1 . . . .  , n ; t )  = - -  Jdt" J d l ' . . d n ' G R ( l -  l ' ,  . . . .  n - n ' : t - t ' )  
t!  

x HI(I', .... n')  ~ t ' - t ~ ( l ' ,  . . . .  n ' ;  t ' )  (4.1 l) 

I t  is clear f rom these expressions that  7 j will have the same symmetry  as 7'i. 
The  problem o f  the bound state leads to a different type o f  integral 

equation.  We separate the t ime dependence o f  the wave function and write 

~V(l,. . . ,  n ; t )  = • ( l , . . . ,  n) exp (-lEt) (4.12) 

The Schr/3dinger equat ion reduces to 

(/40 - E )  • = - ~ e  1 (/, E < 0 (4.13) 

and we use the corresponding Green function to obtain 

. . . .  ,n) = -ct  f d l ' . . ,  dn '  G(l  - 1', . . . .  n - n ' ; E )  ¢(1 

x H l ( l '  , . . . .  n ')  t~ ( l ' , . . . ,  n ')  (4.14) 

This  is a homogeneous  equat ion and the problem reduces to the determina- 
t ion o f  those values of  E that  allow for  a nontrivial  solution for ~9. 

This equat ion can also be obtained f rom the t ime-dependent  approach.  
We substitute equation (4.12) into (4.8) and let t( -+ -oo.  The Green function 
(3.6) tends to zero, and we obtain 

t 

tp(l . . . . .  n)- - - - -a  fat' fdr...an'o. i- l ' , . . . , n -  n ' ; t -  t ' )  

×//1(1',  . . . .  n') ~u(l',. . . ,  n') exp [ i E ( t  - t 3] (4.15) 
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We perform the time integration by setting 

t -  t ' =  u (4.16) 

and find 

f duG~(l . . . .  , n; u) exp (iEu) 
0 

~ 'a t t~exp  (iEu) ,,f d3ki. . .d~k, dooexp [i(~ k~.xj - cou)] 
/ (4. 17) -_~ ~o - y k / / (2m + i~) 

since G~(u) = 0 for u < 0. We interchange orders of  integration and use the 
Dirac 6-function to show that 

¢10 

J'd, ,a , ( l  . . . . .  . ; , , ) exp( ;e , , )=  1 
0 

(4.18) 

and, comparing with equation (3.15), we see that the integral equation 
(4.15) reduces to the time-independent one (4.14). 

5. Many-Times Formalism 

We first examine the possibility of using equations of  the form 

i ahU(l 1 . . . . .  nn)lOtj = Hj ~(11 . . . .  , nit) (5.1) 

where Hj can be obtained, for instance, from equation (2.6) in the classical 
theory. The first objection to such an approach is that 

[Hj, Hs, ] # 0, y C j '  (5.2) 

which would impose serious restrictions on the wave function through 
equation (1.3). We could still rewrite equation (5.1) in tile form 

M~ ~e = ~ H .  ~, (5.3) 
where 

M~ = i a/atj + Vj'/(2m) (5.4) 

and use it to obtain an integral equation. Since the consistency conditions 
are not satisfied, the solution would not obey the differential equations'(5. !) 
that were initially postulated. To explore this possibility further, we study 
the two-particle amplitude and use 

f 

fdldZ fd, fd, dZt , q/ (5.5) 
| 

• (1' 1', 2' 2') = GR(I - 1', 1 - 1') Ga(2 - 2', 2 - 2') (5.6) 
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to obtain 
$ 

l - d l ' j - d l '  GR(1 - 1', 1 -- 1 ' )H,( I ' ,2)  ~(1 '  1', 22) ~U(l I, 22) 

$ 

-- c t / d 2 ' / d 2 '  GR(2 - 2 ' ,2  - 2') H , ( l ,  2') ~V(li, 2' 2') 
I 

f 

--~t 2 f d l ' d 2 '  f d l ' d 2 ' G R ( 1 -  l ' , l -  l ') GR(2 -- 2 ' , 2 - -  2') 
1 

x [HI(I ' ,  2')] 2 ~(1 '  1 ' ,2 '2 ' )  - J d l ' d 2 ' G ~ ( l  - 1', l - i) 

x 6 R ( 2  - 2' ,  2 - i )  ~V,(l',  2')  (5 .7 )  

From this equat ion we find 

~v(°)(l l ,  22) = - f d l '  d2 '  G~(I - 1', l - i) Ga(2 - 2', 2 - i) ~P,(I', 2'), (5.8) 
1 

f d l '  f d l ' G g ( l  - 1', l - l ' )H , ( I ' , 2 ) tP ( ° ' ( l '  1',22) ~(1)(11, 22) 
| 

2 

- _fd2' _fez '  Ga(2 - 2 ' ,2  - 2') H,( I ,  2') ~/'(°'(11, 2 '2 ' )  
1 

(5.9) 

and so on. It is easy to verify that  the equal-time amplitudes obtained by 
setting tt = t2 = t agree with those obtained from equations (4.10) and 
(4.11) only for t/,(o). This is not  surprising if we consider that the Coulomb 
interaction is effective only when the times are equal, which is not the case 
with equation (5. I). 

Actually, the equal-time nature o f  the interaction makes it singular when 
used in a many-times approach,  We cannot  simply multiply the terms in 
H 1 j b y  a set o f  Dirac 6-functions ~5(t~ - tj,) since, among other problems, 
the equation would be dimensionally inconsistent; also it does not help to 
set the times equal to each other  only in the right-hand side. 

We thus prefer to abandon equations of  the form (5.1)t and try those 
like the Bethe-Salpeter  equat ion (1.4). We somehow have to generalize 
again+ + the concept  o f  the Hamil tonian as a time-displacement operator.  
We have to go to second-order terms and write 

~ ( t l  + dtt . . . . .  tn + dG) - ~ ( t t  . . . . .  t~) 

m iHojdt1+ ½ ~. iIlojdtj - ~  ~ ~-t - - ~. Htjl, 6(tj - tl,) dt: dtj, 
J-1 J~2 j ' . t  

x ~( t l  . . . .  , t~) (5.10) 

t Further developments of a relativistic quantum mechanics for two interacting 
particles can be found in Fronsdal & Lundberg (1970) and Fronsdal (I 971 ). 

:~ We already had to introduce a generalization for the relativistic problem (Marx, 
1972a). 
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where 
B u y  = lx~ - x~,l -x (5,11) 

The interaction term is highly singular, and we are not prepared to deal 
in a mathematically consistent way with such an expression. We thus limit 
ourselves to formal expansions. In this we are guided by our experience 
with the many-times formalism for noninteracting particles and the single- 
time approach of Section 4. 

If we allow only one of the dt~ to be different from zero, we obtain 

M j e = 0  (5.12) 

which corresponds to free particles and should be valid unless the times 
are equal. If  we now have two of the dtj different from zero, we obtain the 
second-order equation of the form (1.4), 

(Mj Ms, ) 7 j = illtjj, 6(t 1 -- tj,) ~,  j # j '  (5.13) 

which is compatible with equation (5.12) only for different times. Further- 
more, if we have more than two particles, we still have problems with 
consistency conditions, since 

Mx M~(M, 3:12 70 = iMl H, : (1 ,  2) 6(1 - 2) Mz 

is not the same as 

(5.14) 

MIMa(MtMa~I ' )=iMxIIx ,3 (1 ,3)6( I -  3)M2 7 j (5.15) 

These observations, as well as other problems in quantum electrodynamics, 
suggest that difficulties with products of distributions might be traced to a 
lack of associativity. 

We now use equation (5.13) as a guideline to find integral equations for 
two-, three- and four-particle amplitudes. The problems with the con- 
sistency equations will require some further changes, and the resulting 
amplitudes do not satisfy equation (5.12) and (5.13). On the other hand, 
we show that the perturbation expansions agree with those in Section 4. 
We do not present the general case because the notation becomes too 
unwieldy, but the procedures can easily be generalized, 

6. Two-Particle Amplitudes 

Since equation (5.12) does not give an interaction, we cannot use Green's 
theorem in the form of  equation (5.5). Instead, we use 

f dld2[i(a/Ota)(q'M * ~) + i(O/Ott)(tl'M * ~b) - (02lOt, 0tz) (~b~/')] (6. I) 

15 
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where 

(6.2) 

We integrate both over t~ and tz f rom h to  G- to obtain 

f f Y 

¢b]-',={ + i d2 . fd,  d2 f d ,  d e * M ,  M2 IP=i fall fd ld2[7~M * .= f fal l  
[ | t 

• l - f  f x d2[~PMz ~1~:, -- dld2[dP7~]l:~_~ [ (6.3) 

We change over to primed variables of  integration, set 

• (1 '  l ' ,  2 '  2 ' )  = G ~ ( I  - I ' ,  l - I;)  G ~ ( 2  - 2 ' ,  2 - 2 ' )  ( 6 . 4 )  

in equation (6.3) and use equation (5.13) to derive the integral equation 

. t  

~(11, 2 2 ) =  is f art' f dl '  d2" G.( I  - l ' . q  - t ' )  Gx(2 - 2' , t2 - t ' )  
i 

x Hl~2(l ' ,  2') ~P(l' t', 2' t') - i fdV G~(~ - 1', 1 - i) 

x ~g(l' t, 2_) - t d2  G~(2 - 2 , 2  - i) 71(11,2' i) 

+ fdVd2"a~(1  - r ,  l - i) G~(2 - 2 ' ,2  - i) ~ , ( l ' ,  2') (6.5) 

The time integration really extends only to the smaller of  tx and t2, due to 
the factor O(q - t') x O(t2 - I " )  from the retarded Green functions. 

l fwe  apply M,  to both sides o f  equation (6.5), we get an integral equation 
for  M l  ~ v , 

P 
M1 ~(11,22) = i J d 2 ' [ G R ( 2  - 2',  2 - 1) a H . 2 0 , 2 ' )  

× ~(11 ,2 '  I) - GR(2 -- 2', 2 - i) M171(11,2' i)] (6.6) 

If  we let t2 ---> h, we obtain an identity; more generally, the first term of  
the integrand vanishes for  tz < tl. By applying the operator  Mz to both  
sides, we verify that  equation (5.10) is indeed satisfied. 

To  find the terms in the perturbat ion expansion, we note that ~<o) has 
to satisfy 

~(°)(II ,  22) = -,-i f d l '  Gn(l  - I ' ,  I - i) ~(°)(I '  i , 2 2 ) -  i f d2 '  

x G~(2 - 2', 2 - i) ~/a°)(l 1,2' i) + f d l '  d2' 

× t~(l - 1', I - i) G~(2 - 2', 2 - i)  ~Vt(l', 2') (6.7) 
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and the solution is given by equation (5.8). The higher-order contributions 
satisfy homogeneous initial conditions, and are given by 

$ 

e,~,o 1,22)= i ~ d r  j d r  d2' OR(1 - r , ,~  - , ') 
l 

x GR(2 -- 2', tz -- t ' )  H,~2(I', 2') ~Pcv-~)(l't', 2' t') (6.8) 

They reduce to those given by equation (4.11) when we set tt = t2 = t, 
n = 2 and use equation (3.9). 

The lowest-order wave function obeys the homogeneous equations 

Ml ~(o) = M z  ~(o~ = 0 (6.9)  

while equation (6.8) gives 

M, 7JcV~(l 1,22) = - i  f d 2 '  GR(2 -- 2', 2 -- 1) Hxx2(l, 2') 7-'<v-~)(l 1,2' 1) 
(6.10) 

It vanishes when t2 < t~, and for t2 = t~ we find 

Mt t/"tP)(11,22)12=t =//112(1,2) ~d~'-~)(l 1,21) (6.1 I) 

which contradicts equation (4.1). This is another indication of problems 
with derivatives of products of 0-functions. 

7. Three-Particle Amplitudes 

We extend Green's theorem (6.3) to the case of functions of three sets 
of  variables, 

I 

f d l  d2 d3 f d l  d2 d3[(M* ~P) Mz M3 ~' + (M* e~) 3/'3 Ml 
t 

+ (M* ~) M, M2 ~' - 3VM* M~* M~ ~] 

=fdlded3 2i fdld2[~M1M2 3..s 2i fd2d3[ePMzM3~,ll~f 
| | 

$ f 

f W]2=t + 3  f Jz.a-, +2i  d3dl[4~M3Mx 2 ~ f  d 1 [ I/r./M ~ ¢~712,3 = f 

l l 

_" _" } 3 fa2[•M* 3,,=z f d 3 [ e M *  g~ ,.2=z • , ,  3-z + '~]3.1:. + 3 ]t.2~l + 6t[~]t;~.:z=t 
l | 

(7.1) 
We set 

g~(l' 1',2', 2' 3' Y) = GR(I - 1', 1 -- 1') GR(2 -- 2',2 -- 2') GR(3 -- 3',3 -- 3') 

(7.2) 
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and use equation (5.13) to obtain the integral equation 

)/1(11,22, 33) 

{i~ s = t  fa t '  f d l ' d 2 " G a ( l -  l ' , t t - t ' )G , (2 -2 ' , t . ,  - t ' ) t t , , 2 ( 1 ' , 2 ' )  
| 

x [~g(l' t ' , 2 '  t ' ,  3 3 ) -  2i f d3'  G , ( 3 -  3 ' , 3 -  i)~/'(I '  t ' , 2 '  t ' , 3 '  i)] 

+ (2 pe rmuta t ions ) -  3 f d l '  d2" G~(I - I ' ,  I - i)GR(2 - 2', 2 - i) 

x ~ ( I '  i, 2' i, 33) + (2 permutations) - 6i f dl '  d2' d3' 
x G~(1 - 1', 1 - i) G,(2 - 2', 2 - i) V,(3 - 3', 3 - i) ~U,(l', 2", 3") 

(7.3) 

where the terms that are not  written out are obtained by cyclic permutations 
of  t.he indices. We note that,  if we set t3 = t .  we obtain 

f 

~(11,22,3i)  = i~ fdt" f d l '  d2' G~(I - l ' , t l -  t ')G•(2 - 2 ' , t 2 -  t ' )  
i 

x Ht,2(l ' ,  2') ~/'(1' t ' ,  2' t ' ,  3i) - i f a r  G,(, - ~', l - 0 

x ~U(l' i, 22,3i) - i fd2'G~(2 - 2' ,2  - i) ~(1t ,  2 ' i ,3 i )  

+ fdI'd2'GR(I - I ' ,  l - i) GR(2 - 2 ' ,2  -- i) ~ , ( I ' ,  2' ,3) 

(7.4) 

which is precisely the equation for two-particle amplitudes (6.5). 
We first find ~/,(o), which is a solution o f  the homogeneous equation and 

satisfies the initial condition. It is 

r 
~g(°)(11,22, 33) = i Jdl 'd2'd3'GR(l - I ' ,  I - i) 

× GR(2 --  2', 2 --  i )  G~(3 - 3', 3 - i )  ~/'~(1', 2', 3') (7.5) 

which satisfies equation (7.3) to lowest order. Higher-order terms satisfy 
homogeneous initial conditions, and the recursion relation we Obtain is 

t 

v f f d1"d2' G . ( I  - l ' . t ,  - t ' ) G R ( 2 -  2' ,t2 - t')  
t 

x Hzt . ( I ' ,  2 ' ) [ ~ ' P : t ' ( I  ' t ' , 2 '  t ' .  33)  - 2i fd3 '  

x G~(3 - Y ,  3 - i )  ~("-~)(1'  t ', 2' t' ,  Y i)]  

+ (2 permutat ions)  (7 .6)  
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in particular 

f 

~ ' " (11 ,  22, 33) = i f dt' f dl '  d2" a . ( 1  - l ' , q  - t ')  G.(2 - 2 ' , t z -  t ' )  
1 

• ' (0) ' ' ' x Ht~2(l, 2 ) ~ (1 t ,  2 t ' ,  33) + (2 permutations) 

209 

(7.7) 

ar 

~tZ'(l 1.22,33) = - f dt" f d l '  d2" GR(I -- 1", tl -- t') GR(2 -- 2', tz -- t') 
i 

,[? s . . . . .  1' " t '  × H i 1 2 ( 1 , 2  d l  d2 (7.( - 1 ,  - t ' )  

x GR(2' -- 2", t '  -- t") Hl~z(l", 2") ~P(°~(I" t", 2" t ", 33) 

t 

fd," fd2"dYG,(2'-2",t'-t') 
1 

x G~(3 - Y,  t3 - t ' )  Ht23(2", 3") ~u~°~(l' t ' ,  2" t" .3" t") 

. t  

+ ~ fa t"  f d 3 " d l ' G R ( 3 -  Y ,  t 3 - t " )  
i 

P, ~ # ,~ ,r (0 )  # ~" ' * ) ]  x G ~ ( l ' - l , t  - t  )H~3t(3 , 1 ) 7  t (1 t . 2  t ,3" t"  

+ (2 permutations) (7.8) 

where we use equation (7.5) to show that 

f d Y  GR(3 - Y, 3 - i) ~(°)(1' t ' ,  2' t ' ,  Yi)  -- ~m°)(l' t ' ,  2' t ', 33) (7.9~ 

Equat ion (7.6) shows that ~P(P~, p > O, vanishes when any two times are 
set equal to ft. Furthermore,  we use it to compute  

Mx Mz W(')(I 1,22, 33) = iHn2(1, 2)c5(1 - 2) 

× []~v(J'-l)(ll, 22,33) - ] i  fd3 '  G R ( 3 -  Y,3  ~ i) ~cP-l '(l  1,22,3'  i)] 

f d3'[Ga(3 - 3', 3 - 2)H~23(2, Y)M1 ~(~'-~)(11,22, 3' 2) + :ti 

+ G a ( 3 -  3', 3 -  1)H~3t(3', 1)M2:~P¢~'-X)(ll,22,3 ' 1)] (7.10) 
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where only the first term has the expected factor 6(t~ - t2). For  equal times, 
k 0¢1) in equation (7.7) agrees with that  obtained from equation (4.1t) for  
n = 3. On the other  hand,  

t 

7J'Z'(l, 2 ,3 ;  t)  =-- f dt' f d l '  d2" GR(! - l ' , t - -  t ' )  G,(2  - 2 ' , t -  t ' )  
I1 

x H112(l', 2' dr" dl" d2" 6 . ( 1 '  - I ' ,  t '  - t ' )  
Ltl 

t '  

xG,(2"-2" , t ' - t")~Pt° ' ( l" t ' ,2" t ' ,3 t )+ f dr'f d2" 
l !  

x d3" G~(2' - 2", t '  - t ' )  GR(3 - 3", t - t ' )  

t * 

x Ht23(2",3")~'w'(1 ' t',2" t',3" t~)+ f dr" fd3"dl" 
I |  

x G , ( I '  - 1", t '  - t*) GR(3 -- 3", t - t ' )  Ht31(3", 1") 

x tg~°)(l't",2't',3"t')]+(2permutations) (7.11) 

where we have used equations (3.9), (3.13), (4.10), (4.11) and (7.5). Com- 
parison with equation (7.8) for  equal times shows that they differ by 
factors ~ in some o f  the terms. In order  to get complete agreement in the 
perturbat ion expansions, we have to  change the integral equation (7.3) to 

jr 

~ ( l l ,  22,33) = i~t f dt' f dl '  d2' GR(I - l ' , t t  - t ' )  GR(2 -- 2' , tz - t ' )  
l 

x Htt2( l ' ,  2') T ( I '  t ' ,  2' t ' ,  33) + (2 permutations) 

- fdl 'd2'G~(l  - I ' ,  1 - i) G~(2 - 2 ' ,2  - i) 

x ~(1 '  i, 2'i, 33) + (2 permutat ions)  - 2i f d r 

× d2'  d3 '  GR(1 - 1',  1 - i )  G ~ ( 2  - 2' ,  2 - i )  

x Gs(3 - 3 ' , .  - l) ~ , ( 1 , 2 , 3  ) (7.12) 

which corresponds to a 'differential equation" o f  the form 

M t  M2 [~f(11,22, 3 3 ) r  _ 2i "j d3'  G a ( 3 -  3 ' ,3 - i) T ( I  I, 22, 3' i)] 

= 3iotH~t2(1,  2)  t$(l - 2)  ~P(I 1 , 2 2 ,  33) ( 7 . 1 3 )  
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l'he recursion relation now reads 

211 

$ 

~'P'( l l ,  22 ,33)= i f dt' f dl '  d2' GR(I - l ' , t t  - t ') G~(2 - 2',t2 - t ' )  
l 

( p - i )  ' ~' ' ' × Htl2(l ' ,  2') ~ (1 t , 2 ,  t ,33) + (2 permutations) (7.14) 

which gives 

MI Mz ~u~(l 1,22, 33) = iH112(1, 2) 6(1 - 2) t/,~p-,~(l 1,22, 33) 

+ i fd3" GR(3 - 3', 3 - 2)Hxz3(2, 3') 

~P-i~(11;22,3'2) + i f d3' GK(3 - 3',3 - 1) MI X 

x H131(3', I)Mz ~P-I~(II,  22,3' 1), (7.15) 

Mt Mz fd3' GR(3 - 3', 3 - i) 'P¢P~(I 1,22, 3' i) 

= iH~12(1, 2) 6(1 - 2) fd3'GR(3- 3',3 - i) ~/'~'-'(11, 22, 3' i) (7.16) 

in disagreement with (7.13). This is to be expected from the failure of the 
consistency conditions from (5.14) and (5.15). Consequently, it is best to 
start directly from an integral equation such as (7.12), without reference 
to differential equations. 

t 

tf tf 

t |  ~ t I 

F i g u r e  l . - - T y p i c a l  d i a g r a m s  t h a t  r e p r e s e n t  s e c o n d - o r d e r  t e r m s  in  the  p e r t u r b a t i o n  
expansion of a three-particle amplitude. 

The integrals from the perturbation expansion can be represented by 
diagrams similar to the Feynman graphs in quantum electrodynamics. 
Typical second-order terms are represented in Fig. 1, and we notice that, 
in this nonrel~ttivistic theory, particles propagate only forward in time. 
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8. Four-Particle Amplitudes 
The form of Green's theorem that corresponds to equation (7. I) is 

f 
f d I d2 d3 d4 f d l  d2 d3 d4 [(M ~ M* q~) M3 ?/[, ~' + (M* M* ~) Mz M.~ 7' 
| 

+(M~M*,~)MzM3~'+(M*M* ,P) M1 M, ~ 
+ (M* M* e )  M, M3 e + (M~ M* e )  M, M2 e 

- 6 ~ M t  Mz M3 M4 ~] 

=fdld2d3d4{fdld2d3[(M*~)MtM2~]~:{ 
. t  

+ (11 permutations) + 3 f d l  d2[OMt M2 -J3.4~l'13"4:f 
I 
I 

+ (5 permutations) + 6i f dl  [~M~* ".'J2,3.~aa"3'~ of 
! 

I f/rd~ ~//11,2,3,4=f] +(3  permutations) + ,,t-- Jt.2.3.4~,j (8.1) 

As in the preceding section, we can use equation (5.13) to obtain an integral 
equation that leads to a perturbation expansion in disagreement with the 
single-time theory. Alternatively, we can set 

M2 [ e ( l l ,  22, 33, 44) + i f d3' G a ( 3 -  3.',3 - i) tP(l 1,22, 3' i, 44) M I  

+ i f d4'Ga(4-4',4-i) lt'(ll,22,33,4'i) -~ 3 f d3' 

x d4' GR(3 - 3', 3 - i) GR(4 -- 4', 4 - i) ~(11,22, 3' i, 4' i)j 
= 6i~Ht~2(l, 2) c5(1 - 2) ~(1 I, 22, 33, 44) (8.2) 

in this way we get the integral equation 
.t 

~/'(11,22, 33,44) = i:~ f dr' f dl" d2" GR(1 - l ' , t t -  t ') Ga(2 - 2', t2 - t') 
1 
x H~2(I', 2') ~(1' t ', 2' t ', 33,.44) 

+ (5 permutations) + ifdl'd2'd3' GR(I - 1', 1 -- i) 

× G x ( 2  - 2', 2 - i) GR(3 - 3', 3 -- i) ~P(I'i, 2' i, 3' i, 44) 

+ (3 permuations) - 3 f d l '  d2' d3' d4' 

GR × (1 -- 1', 1 - -  i )  G R ( 2  - -  2 ' ,  2 - -  i )  G a ( 3  - Y ,  3 - i )  

× G s ( 4  - 4 ' , 4  - i )  ~ e , ( l ' ,  2 ' , 3 ' ,  4 ' )  ( 8 . 3 )  
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The corresponding perturbation expansion starts with 

~'(°)(11,22, 33, 44) = f dl '  d2' d3' d4' G~(I - l ', 1 - i) GR(2 -- 2', 2 -- i) 

x Gs(3 - 3', 3 - i) GR(4 -- 4', 4 -- i) ~-',(1', 2', 3', 4') 
(8.4) 

which satisfies the initial condition. The recursion formula 

.r 

7~(P'(I I, 22 ,33 ,44 )  = i f dt' f ava2'  c (1 - v , , , - t ' )  c.(z-  z', t2-C) 
it 

x Hl~z(l', 2') ' / "P- ' ( I '  t ' , 2' t ' , 33, 44) 

+ (5 permutations) (8.5) 

gives the higher-order terms. We w, rite out the second-order term 

I 

~P(2'(I 1,22; 33, 4 4 ) = -  f dt" f d l '  d2' G~(I- l ' , q -  t ')  
l 

[/ xGR(2- -2 ' , t2 - t ' ) I In2( l ' , 2 ' )  f ava2" 

x GR(I' -- I", t' - t") G,(2' - 2", t '  - t") 

x Hl12 (1", 2") ~/'W)(l" t", 2" t", 33, 44) 
t 

÷ (5 permutations) + f d t " f  dl"d3" 
1 

x GR(I' -- 1", t '  -- t") G~(3 - ~", t 3 - t ") Ht~t(3", 1") 

x 7'W)(l" t ", 2' t ' ,  3" t", 44) + (23 permutations) 
t 

+ 2 f d t " f  d 3 " d 4 " G , ( 3 - 3 " , t 3 - t " )  
I 

x G~(4 - 4", t, - t") ~(°)(1' t ', 2' t ' ,  3" t", 4" t") 

+ (2 permutations) l (8.6) 

where the permutations refer to the whole terms and not just the part in 
the bracket, and for the last term we do not obtain a new one by inter- 
changing primed and double-primed variables. 

It is now straightforward to show that the equal-time amplitudes coincide 
with those obtained from the single-time formalism. The graphs that 
occur for the second-order contribution to the wave function are shown 
in Fig. 2. 
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Figure 2.mTypical diagrams that represent second-order terms in the perturbation 
expansion of a four-particle amplitude. 

9. BoundStates 

In the single-time theory of Section 4, bound states are identified with 
stationary states of negative energy. They can be obtained either from the 
time-independent Schr6dinger equation or from the equivalent homo- 
geneous integral equation. 

The role of stationary states in a relativistic theory is far less clear. They 
are incompatible with the interpretation of the wave function in terms of 
probability amplitudes and the specification of initial and final conditions. 
Instead, bound states can be related to quasi-stationary states (Marx, 
1970b; Walter & Marx, 1971), which do not correspond to solutions of 
the complete differential equation; the difference in the resulting energy 
levels is small compared to the Lamb shift (Marx, 1972b). 

It is even more difficult to decide on the properties of bound states in a 
many-times formalism for two or more particles. Concepts such as a 
relative time ['or two particles (Bethe & Salpeter, 1951, 1957) do not lend 
themselves to a clear physical interpretation, and we prefer to formulate 
this problem in terms of an equal-time amplitude. 

The differential equation (5.t3) becomes meaningless for equal times, 
and we find it better to start from the integral equation, if possible. This 
approach also avoids ambiguities for more than two particles. 
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We therefore try a solution of the form 

~(l t ,  2t) --- $ ( 1 , 2 ) e x p ( - i E t )  (9.1) 

and substitute it into equation (6.5); we obtain 

t 

~b(1, 2) exp ( - i E t )  = iot f dt" -j dl' d2" G R ( 1  - I ' ,  t - t ' )  G , ~ ( 2  - 2 ' ,  t - t ' )  
t 

× Hlt2(l', 2') ~b(l', 2') exp ( - i E t  ') - i f dl"  

x GR(I -- 1', t --  t,) V ( I '  t .  2 t )  -- i f d2' 

x GR(2 -- 2', t - t~) ~ ( I t ,  2' i) + f d l '  d2' 

x GR(I : 1', t - tt) GR(2 -- 2', t - t,) 
x ~b(l', 2') exp ( - iE t , )  (9.2) 

This equation still involves the amplitude for different times, but for a 
stationary state we let t~ -> -~o and set the Green functions for an infinite 
time argument equal to zero, as shown by equation.(3.8). Equation (9.2) 
then reduces to 

t 

 o,2) = i~ f at, _ f d l '  d2' G,(I  - l ' , t -  t ')  GR(2 - 2 ' , t -  t ' )  

x Hx~2(l', 2') ~b(l', 2') exp [iE(t  - t')] (9.3) 

The product of  the Green function for equal times reduces to the two- 
particle.Green function, and we have seen how equation (4.15) reduces, to 
(4.14) in the single-time theory. We can also show this directly by usifig the 
substitution (4.16) and equations (1.4.21) and (2.4.31) of Erd61yi et al. 
(1954); in this way we reduce equation (9.3) to 

~b(l, 2) = o t f  d l '  d2"[em'l(2rc 3 ~)1 

x K2[( -2mE~2)  it2] Ht ,2(1', 2') ~b(l', 2') 
where 

~z = ( x ,  - x~ )  2 + ( x 2  - x~ )  2 

and we refer to equation (3.18) for the Green function. 
For  equal times, equation 47.12) for the three-particle amplitude becomes 

t 

?'(It,2t, 3t)= iot f dt' f a r  a2' OR(l - l ' , t -  t') O~(2- 2' , t -  C) 
- -aD 

X H/t2(l', 2') ~(1' t', 2' t', 3t) + (2 permutations) 
(9.6) 

(9.4) 

(9.5) 
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which involves unequal-time amplitudes even after the boundary terms are 
eliminated. In order to reduce this equation to the single-time form (4.15), 
we would require a relationship showing that 

- i f  d3'GR(3 - 3', t - t ') ~(l't',2't',3"t') (9.7) ~(l' t',2" t',3t) 

Since we have a stationary state and t '  < t, we can set t '  = h. We have 
noticed for the perturbation expansion that only the term that obeys the 
homogeneous equation remains if we set tl = t2 = t~; in this case we are led 
to equation (9.7). We also point out that equation (7.12) reduces to an 
identity for tl = t2 = h- 

The four-particle amplitude obeys 
g 

~(lt,2t,3t,4t)=i~ f art' f dl'd2'G~(1- l',t-t')GR(2- 2 ' , t -  t ') 

x Htlz(l ' ,  2') ~ ( l '  t ', 2' t ' ,  3t, 4t) + (5 permutations) 
(9.8) 

and in this case we do not expect ~U(l't', 2't', 3t, 40  to obey the homo- 
geneous equation that would reduce this equation to the form of (4.15). 

It is possible that a more elaborate approach to define bound states in a 
many-times formalism would lead to proper equations for four or more 
particles, but we are not interested in this problem in the relativistic case 
at the present time. 

I0. Conchtding Remarks 
We have presented an extension of the many-times formalism to the 

Coulomb interaction in nonrelativistic quantum mechanics. Actually, we 
have not used any particular properties of this interaction, and ourequations 
apply to any equal-time two-particle interaction. 

The approach that is found to reduce to the correct single-time theory is 
based on an integral equation; differential equations are limited by the 
singular nature of the interaction and by problems with integrability 
conditions. The perturbation expansion in the case of a scattering problem 
can be visualized in terms of propagation of free particles between two, 
particle interactions which occur at equal times. The formulation of a 
bound-state problem offers no difficulties for two particles, becomes less 
simple for three and was not solved for four or more particles. 

The single-time theory is perfectly adequate for nonrelativistic motion 
of particles, and we have worked on this problem primarily in order to use 
similar equations in the relativistic generalization. In such a context, a 
many-times formalism coupled to causal specification of boundary condi- 
tions was found to allow for a description of pair creation and annihilation 
in relativistic quantum mechanics. 

The equal-time feature of the interaction is also of more general interest 
than usually assumed in a relativistic theory, While the special role of time 
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in classical relativistic physics is limited in covariant formulations, a 
probabilistic interpretation of  the corresponding quantum theory is closely 
related to an observer who provides a preferred time-like direction in 
Minkowski space (Marx, 1970c). In terms of  this observer, the electro- 
magnetic interactions of  charged particles separate in a gauge-independent 
manner into a Coulomb interaction between particles and an interaction 
of  the particles with the dynamical radiation field. In terms of the particle 
times and the field time that are the parameters of  the state vectors, these 
interactions occur at equal times. 

It  is evident at different stages in our calculations how some discrepancies 
are introduced through the use of  products o f  distributions, even such 
generally well-behaved ones as 0-functions. There obviously is a need for 
a framework in which such products can be consistently defined. 

Further generalizations of  the many-times formalism to the relativistic 
Coulomb problem and the interaction of  particles with the radiation field 
would lead to a form of quantum electrodynamics in which some or all of  
the problems with divergences are absent, while remaining close to the 
spirit of  a simple approach. 

References 
Bethe, H. A. and Salpeter, E, E. (1951). PhysicatReview, 84, 1232. 
Bethe, H. A. and Salpeter, E. E. (1957). Handbuch der Physik, Vol. XXXV: Atoms L 

p. 282 (Ed. S. Fliigge). Springer-Verlag, Berlin. 
Btoch, F. (1934). Physikalische Zeitschrift der So~jetlmion, 5, 301. 
Dirac, P. A. M. (1932). Proceedings of the Royal Society (London), 136, 453. 
Dirac, P. A. M., Fock, V. A. and Podolsky, B. (1932). Physikalische Zeitsehrift der 

So~jetunion, 2, 1932. 
Erd~lyi, A., Magnus, W., Oberhettinger, F. and Tr!comi, F. G. (1954). Tables ofhttegral 

Transforms, Vol. 1, McGraw-Hill, New York. 
Feynman, R. P. (1949). Physical Review, 76, 749. 
Fronsdal, C. (1971). Physical Review, D4, 1689. 
Fronsdal, C. and Lundberg, L. E. (1970). Physical Review, DI, 3247. 
Goldberg, I. and Marx, E. (1967). Naelear Physics, B3, 25. 
Goldberg, I. and Marx, E. (1968). Nuovo Cimento, 57B, 485. 
Marx, E. (1969). Nuovo Cimento, 60A, 669. 
Marx, E. (1970a). Nuoro Cimento, 67A, 129. 
Marx, E. (1970b). International Journal of Theoretical Physics, Vol. 3, No. 5, p. 401. 
Marx, E. (1970c). International Journal of Theoretical Physics, Vol. 3, No. 6, p. 467. 
Marx, E. (1972a). Naovo Cimento, liB, 257. 
Marx, E. (1972b). International Journal of Theoretical Physics, Vol. 5, No. 4, p. 251. 
Marx, E~ (1972c). International Journal of Theoretical Physics, Vol. 6, No. 5, p. 359. 
Marx, E. (1972d). International Journal ofTheoreticalPhysics, Vol. 6, No. 4, p. 307. 
Rohrlich, F. (1965). Classical Charged Particles, p. 194. Addison-Wesley, Reading, 

Massachusetts. 
Rzewuskl, J. (1964). FieMTheory, Part I: ClassicalTheory, pp. 124, 208. Polish Scientific 

Publishers, Warsaw. 
Schwartz, L. (1954). Comptes Rendus, 239, 847. 
Schwinger, J. (1959). Ph),sical Review Letters, 3, 296. 
Stueckelberg, E. C. G. (1941). Helcetica Physica Acta, 14, 588. 
Stueekelberg, E. C. G. (1942). Heh'etica Physica Aeta, 15, 23. 
Tomonaga, S. (1946). Progress in Theoretical Physics, I, 27. 
Walter, J, F. and Marx, E. (1971), Nuovo Cimento, 3B, 119. 


